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For the application of renewable energy at the airport, the 

use of solar power requires certainty of the electricity 

produced. The certainty of electricity generated from solar 

power can be predicted using machine learning methods. 

Predictions made on PV electrical power output are based on 

historical data from direct measurements of solar PV 

parameters, including solar radiation and PV panel 

temperature.  Various types of machine learning methods for 

predicting PV output power have been used in previous 

studies with different evaluation values of prediction results. 

In this study, the author conducted a hybrid K-NN method 

with LSTM to predict the PV electrical power of solar PV 

output with solar radiation parameters and PV panel 

temperature. After making predictions using this method, 

excellent RSME results were obtained with a value of 

0.015424830635781967. The results of the PV output power 

value graph in this prediction are also very good, where the 

predicted value is close to the value of the testing data or 

actual data. 

 

 
 

 

Introduction  

For the application of new and renewable energy at the airport, the use of solar 

power is felt to be the most appropriate because, in addition to being easy to install, it can 

be installed on the rooftop of the building or the ground, as well as the ease of availability 

of solar power plants on the market (PT Angkasa Pura 2, 2022a). 

Solar PV is a type of power plant with a working system that converts solar energy 

into electrical energy with several variables that affect the production of electrical energy 

or optimal PV power output (Rifa’i, Ananda, & Fadhli, 2018). The first variable that 

affects PV power output is PV module temperature and ambient temperature, two types 

of temperature that affect PV power output. The temperature of the PV module has a 

stronger influence of about 20~30% of the ambient temperature for the output of the PV 

power produced (Institute of Electrical and Electronics Engineers, n.d.). The second 

variable that influences PV power output is solar irradiance. In the tests that have been 
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carried out, the distribution of solar radiation (solar irradiance) and the temperature of the 

PV module influence the power output performance produced by the PV module 

(Nurlindah, Mustami, & Musdalifah, 2020). 

Various studies in the form of testing and prediction experiments to simulate the 

performance of PV modules based on historical data have been carried out with the help 

of mathematical calculations, this is because 2 factors that affect the performance of PV 

modules to produce power output have different conditions at different times and 

conditions (Liu et al., 2021). One of the measurements to determine/assess the prediction 

results of a method is by using RSME (Root Square Mean Error). Prediction experiments 

have been carried out using Times series and ANN modelling techniques with the KNN 

prediction model producing a lower RSME value if in the process of predicting the "k" 

value of the K-NN method is getting larger (Sivakumar et al., 2022). Experiments by 

combining several methods (hybrid) have also been carried out, namely based on 

correlation data between PV module power output, solar irradiance and PV module 

temperature using ARIMA, ANFIS, ANN, and SVM modelling techniques in the first 

stage of modelling, where the results in the first stage are then combined with the 

prediction method using GA (Genetic Algorithm) which produces better prediction data 

(Ozbek, Yildirim, & Bilgili, 2022). 

In this study, the author uses a combination of methods to predict the power output 

of PV modules with the K-Nearest Network (KNN) modelling method and the KNN 

prediction data is used as new data to be modelled and re-predicted using the Long short-

term memory (LSTM) method (Wu, Chen, & Abdul Rahman, 2014). To obtain better 

prediction results, where later the prediction results will be measured/reviewed by the 

RSME method, the author selects the prediction period on the daily data in the morning 

and afternoon when the PV module produces power output only (Purwantoro, Kartini, 

Suprianto, & Agung, 2022).  

Solar irradiance and PV module temperature are very dynamic variables and their 

changes are affected by the surrounding environmental conditions for each period, so the 

value is not a time series (Asfah & Kartini, 2020). The RSME value does influence 

determining the accuracy value of a prediction method used to predict the module's PV 

power output every period. However, the selection of the prediction method and the 

period to be carried out also have a role and influence on the predictions produced (Agam 

& Kartini, 2020). 

The novelty of previous research/Novelty of the research conducted concerning 

previous research is to make a very short-term forecast design at solar power plants 

located at Soekarno-Hatta airport based on meteorological data, namely temperature and 

solar irradiance using the K-Nearest Neighbors hybrid method and the Long Short Term 

Memory (KNN-LSTM) method. 

 

Research Methods  

The object of this research is the Soekarno-Hatta Airport Solar Power Plant installed 

in Terminal 2E. Solar Power Plant in Terminal 2E can capture solar energy with a 
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capacity of 636.65kWp and the minimum amount of electrical energy that can be 

generated is 1887MWh. This solar power plant has 1,168 PV modules and the capacity 

of each PV module is 545Wp. 

Data collection  

The data collection time in this study is September 27 and 29, 2023. The data used 

in this study are the following data: 

Time 

This data is the time when other data were taken. This data shows the time in hours 

and minutes. The period in 1 day of research data was taken from 05.30 to 17.30 with a 

time range of 5 minutes for each data. 

PV Output 

This data is the value of electrical power generated from solar PV, where this data 

value is obtained according to the time in the "Time" data. The unit amount of electrical 

power generated from solar power is Wh (Watt hour). 

Solar Irradiance  

This data is the solar radiation value contained regarding the PV module of the solar 

PV, where this data value is obtained according to the time in the "Time" data. The unit 

size of solar radiation that hits the PV module of the solar PV is W/m². 

PV Temp  

This data is the temperature value on the PV panel of the solar module, where this 

data value is obtained according to the time in the "Time" data. The unit size of PV panel 

modules from solar PV is °C.  

The data used in this study were collected using direct observation from the web 

display to monitor and measure each parameter of the solar power plant.  
Exploration Data Analysis (EDA) 

Normalization is one of the most frequently used data preparation techniques. In 

machine learning and data mining [6], this process helps to change the numeric column 

values in the dataset to use a common scale.  One of the challenges that exists in databases 

is the existence of attributes with different units, ranges, and scales. 

Applying data mining or machine learning algorithms to data with drastic ranges 

can provide less accurate results. Data normalization is a basic element of data mining to 

ensure that records in the dataset remain consistent. 

In the normalization process, it is necessary to transform the data or convert the 

original data into a format that allows efficient data processing. The main goal of data 

normalization is to eliminate data redundancy (repetition) and standardize information for 

better data workflows.  

Data normalization is used to scale the data of an attribute so that it is within a 

smaller range, such as -1 to 1 or 0 to 1. It is generally useful for classification algorithms. 

The min-max normalization method converts a dataset into a scale ranging from 0 (min) 

to 1 (max). The original data underwent linear modifications in this data normalization 

procedure. The minimum and maximum values of the data are retrieved, and each value 

is changed using the below formula: 
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Xnorm = (x^'-min⁡(x))/(max⁡(x)-min⁡(x)) (Newman(x) – Newman(x)) + 

Newman(x) 

x  = date attribute 

min(x)  = Minimum absolute value of x  

max(x) = Maximum absolute value of x 

x'  = the old value of each entry in the data 

Newsmax(x)  = Max value of x  

Newman(x)  = min value of x  

Prediksi K-Nearest Neighbor  

The KNN algorithm is a classification technique that determines the class of new 

data by taking several K of the nearest data as the basis for comparison. This algorithm 

works by comparing similarities or similarities between data (Ismail, 2018). The working 

principle of K-Nearest Neighbor (KNN) is to find the closest distance between the data 

to be evaluated and the nearest K-Nearest Neighbor in ththe e training data. The following 

is the formula for finding distance using the Euclidian fms (Agusta, 200). 

 ℎ𝑎𝑙√∑ (𝑥2𝑖 − 𝑥1𝑖)
2𝑝

𝑖=1
  

Information: 

p = Data dimension 

i = Variable Data 

x1 = Sample data 

x2 = Test data or testing data 

d = Distance 

 

K-Nn Lstm Hybrid Method Prediction 

The hybrid methods of KNN and LSTM combine the power of both algorithms to 

improve prediction performance in some cases. KNN (K-Nearest Neighbors) is an 

instance-based learning algorithm used primarily for classification and regression 

problems, while LSTM (Long Short-Term Memory) is a type of recursive neural network 

(RNN) architecture that is effective in modelling sequences and patterns in Time series 

data. The process of the research implementation flow is illustrated in the flowchart in 

Figure 1. 
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Results and Discussion  

In the flow process of research, the first step is to collect research data. The data 

used in this study were collected using direct observation from the web display to monitor 

and measure each parameter in the solar power plant. The following are the research data 

that have been collected and preprocessed data. 

 

 

 

 

 

 

Figure 2 Solar PV data on September 27, 2023, 

Source: Personal, 2023 

 

 

 

 

 

 

Figure 3 

Solar PV Data Type Info on September 27, 2023, 

Source: Personal, 2024 

 

 

 

 

 

 

 

 

 

 

Figure 4 

Description of Solar PV Data on September 27, 2023, 

Source: Personal, 2024 
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Figure 5 Preprocessing of Solar PV Data on September 27, 2023, 

Source: Personal, 2024 

 

In the data preprocessing process, it is known that the number of data is 145 data 

with the number of data columns as many as 4. After the data preprocessing process, a 

training data set with a percentage of 0.7 of the total data and a testing data set with a 

percentage of 0.3 of the total data were carried out. The results of the training and testing 

data sets are shown in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  

Testing Data Set and Training Data on Solar Power Plant Data on September 27, 2023, 

 Source: Personal, 2024 

 

The next process is modelling, fitting and prediction using K-NN. This process is 

carried out on several "k" values in K-NN with values from k=2 to k=10. This is done to 

obtain the prediction value with the best evaluation results.  After the prediction results 

are obtained and the prediction results are evaluated, the prediction results for each "k" 

are obtained as follows in the bar diagram Figure 7. 
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Figure 7. RSME Prediction Score Using K-NN, 

Source: Personal, 2024 

 

According to Figure 10, the K-NN prediction with the best RSME value is in the 

K-NN prediction with a value of "k" is 10 with a value of 0.11344051656173618. 

Therefore, the results of the K-NN prediction with a value of k=10 are then used as initial 

data to be predicted again using the LSTM method. The prediction results with LSTM 

obtained better RSME results of 0.015424830635781967 or closer to "0" when compared 

to the predicted RSME value which only used the K-NN k=10 method.  

Meanwhile, the results of the prediction of the output PV power value based on 

solar radiation parameters (Solar Irradiance) and PV panel temperature (PV Temp.) using 

the two predictions above can be seen in Figure 8 and Figure 9. 

 

 

 

 

 

 

 

 

 

Figure 8  

Graph comparison of the values of each PV output power prediction method on the testing 

data,  

Source: Personal, 2024 
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Figure 9. Graph of PV Power Output Power Value Training Data and Values of Each PV 

Output Power Prediction Method on Data Testing,  

Source: Personal, 2024 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 

RSME Prediction Score Using K-NN k=10 and K-NN Hybrid Prediction k=10 LSTM, 

Source: Personal, 2024 

 

Conclusion 

Modelling and prediction of PV power output of solar PV at Soekarno-Hatta 

Airport Terminal 2E have been carried out using solar radiation parameter data and PV 

panel module temperature. The prediction method used is the K-NN method with a "k" 

value of 10 and the RSME value of this prediction method is 0.11344051656173618. The 

results of this prediction are used as preliminary data to re-predict the PV Output power 

using the LSTM method because although the previous method has a good RSME value, 

the PV Output power value has not approached the testing data as shown in Figure 11 and 

Figure 12. After making predictions using the LSTM method, better RSME results were 

obtained with a value of 0.015424830635781967. The results of the PV Output power 

value graph display in this prediction are also better, where the predicted value is close to 

the value of the testing data or actual data. So the first conclusion can be obtained that the 

prediction of PV electrical power Output with solar radiation parameters and PV panel 

temperature using the KNN prediction method with a value of k=10 obtained good 
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prediction results. The following conclusion is that better prediction results can be 

obtained when the prediction in the initial method is carried out hybrid method using the 

LSTM method. 
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